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Abstract—Automatic detection systems in medical sciences improve the accuracy of the diagnosis and reduce the time of analysis. This 
field in lung disease referred to computer aided diagnosis (CAD) system. Lung nodule detection is the most important task of these 
systems. CAD systems used the combination of image processing techniques in order to detect the lung nodules. Lung CT image 
clustering is one of the most important steps in CAT systems. The accurate clustering method reduces the complex following steps and 
reduces the rate of fault. In this paper we propose an improved MKM clustering method which resolves the weakness of the previous 
methods and provides an accurate segmentation. In conventional concept of moving, the members in cluster with highest fitness are forced 
to move to the cluster with the lowest fitness. In the enhanced version of the Moving K-Means algorithm the members move in a defined 
range. We use particle swarm optimization (PSO) algorithm to optimize the range of the moving radius. Our proposed optimization 
algorithm with PSO clusters the CT images into the homogenous segment and resolves the problem of the dead center and the trapped 
center. Simulation results show the effectiveness of the proposed algorithm. The resultant of moving radius range shows that the proposed 
algorithm fulfilled the relationship condition with optimum value of R=1.8998 𝑒−4and (R) ́=5.6045 𝑒−4. 

Index Terms—Computer aided diagnosis (CAD), K-Means, clustering, optimization, PSO.  
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1 INTRODUCTION
ecently, image processing and machine learning tech-
niques are widely used in different fields in medical sci-
ences. In addition, in clinical practice automatic systems 

based on these techniques are improve the quality and quanti-
ty of earlier detection of the abnormalities. This field in pul-
monary diseases referred to the Computer aided diagnosis 
(CAD) systems. Time factor is one the most important factor 
that increases the chance of remission in most diseases espe-
cially in different types of cancers. Lung cancer is now the 
leading cause of cancer death in the world. Therefore many 
studies investigate to improve the Computer aided diagnosis 
(CAD) systems. Lung nodule detection is the most important 
goal of these systems. The accuracy of the diagnosis systems 
depend on how it can analyze and interpret the images. Au-
tomatic analysis systems can significantly reduce the chance of 
Indiscrimination. Conventional CAD systems consist of the 
following steps in order to detect lung nodules. These steps 
are preprocessing, segmentation, feature extraction and classi-
fication for nodule detection. Segmentation step is the most 
important steps in CAD systems.  An accurate segmentation 
can efficiently reduce the positive and negative faults in fol-
lowing steps and also reduce the intermediate complex com-
putations. Segmentation is often a necessary step in computer 
analysis. In a lung CT image there are many different internal 
organs that must be considered in lung segmentation. Diagno-
sis nodules from airways, the vessels and the lung lobes pose 
many challenges [1]. Therefore, a method which we used to 
segment the lung nodules has a great effect to reduce the time 
of diagnosis and the rate of failure.  Among the algorithms 

which segment an image based on similarity or having a par-
ticular feature like thresholding, region growing, edge detec-
tion and clustering methods [2], clustering methods are used 
in various filed in medical image segmentation. Among these 
clustering algorithms which based on minimizing the formal 
objective functions, many studies have been performed to the 
K-Means clustering algorithm. Despite the advantage of this 
clustering method, this method has some weaknesses.  In or-
der to overcome these weaknesses modified versions of con-
ventional K-Means proposed. Moving K-Means method pro-
posed to overcome the problem of dead center and the prob-
lem of local minima. The way that the MKM method applied 
to move the cluster members isn't appropriate then the adap-
tive versions such as AMKM, EMKM proposed. In our pro-
posed method we use particle swarm optimization (PSO) al-
gorithm in order to define the optimum radius range in which 
the members move to the other cluster. This radius variable 
considers as PSO cost parameter which we try to optimize it 
and the condition in which the best segmentation occur con-
sider as a cost function. 

 This paper is organized as follows. In section 2 we explain 
the Moving K-Means (MKM) clustering algorithm. In section 3 
the Particle Swarm Optimization (PSO) is discussed this fol-
lowed in section 4 with set the cost parameters R and R ́ of 
MKM algorithm with the PSO and in section 5 we have exper-
imental results and in section 6 is consist of the discussion of 
this paper. 

2 MOVING K-MEANS SEGMENTATION METHOD 
Image segmentation is a process of classifying an image in 

the groups with the similar patterns [3], [4]. Segmentation of 
medical images is done in order to assist radiologists to have a 
simplified representation of an image that is easier to analyze 
and understand. Moreover an accurate segmentation can sig-
nificantly reduce the complexity and execution time of the 
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processes and calculations in next steps and also increase the 
accuracy and Sensitivity of the diagnosis systems.  In order to 
achieve the stated goals, we present a method that resolves 
problems of previous proposed conventional methods.  

Many segmentation algorithms are proposed in these years 
in order to represent a better method that could classify simi-
lar patterns in to the appropriate homogenous groups [5]. 
Among them, k-means algorithm is the most popular segmen-
tation algorithm. Low execution time and easy implementa-
tion of the    K-Means algorithm, proposed it as an efficient 
algorithm in image segmentation. K-Means is a center-based 
algorithm which begins with initializing centers value and is 
followed by iteratively updating centers value until the de-
sired minima variance is reached. The conventional K-Means 
have some important disadvantages. The algorithm sensitivity 
to the initial center, cause a poor segmentation without ap-
propriate center initialization. And the other problems are 
trapped center which occurs when a cluster center is trapped 
at local minima which caused no further updates in next itera-
tions. With this event, the cluster center remains in its initial 
place and its members lose their chance to update and move to 
their proper cluster. In other case the dead center could occur. 
This happened when a cluster center have no members.  

To reduce these two problems, the Moving K-Means 
(MKM) was proposed. The idea of this modified method is 
that the cluster with the highest fitness forced its members to 
move into the cluster with the lowest fitness [6]. With this 
work, the fitness function in clusters becomes more univocal 
and update operation is performed on a cluster with the low-
est fitness. Despite this, moving data to inappropriate cluster 
was not the problem's solution and couldn't produce a good 
segmentation. In the proposed method in Fasahat et al paper 
Ref.9, Adaptive Moving K-Means (AMKM), the members of 
the cluster with the highest fitness or highest variance transfer 
to its nearest neighboring cluster instead of transfer to the 
cluster with lowest fitness (variance). Also fuzzy methods 
proposed to resolve the above mentioned problems. The fuzzy 
concept of MKM means (FMKM) and the adaptive version of 
this method (AFMKM) presented in [6]. These methods 
couldn't be successful to resolve the problems. The latest im-
proved version of MKM presented in Ref. [7] and Ref. [5] 
named respectively enhanced moving K−means (EMKM) and 
Optimized K-means (OKM). In the EMKM algorithm, in order 
to overcome the weakness of MKM the authors transfer mem-
bers in a definition range. Despite this, range definition meth-
od didn’t have a mathematical concept. In these facts both 
these methods couldn’t really be successful to resolve the 
mentioned problems and also due to lack of precise and spe-
cific criteria for data transmission sometimes result disorgani-
zation in clusters. We use particle swarm optimization in or-
der to determine the optimum range of the movement radius. 
The radius is modeled as an optimization problem and PSO 
estimate the best value of these parameters. 

3 PARTICLE SWARM OPTIMIZATION 
The particle swarm optimization is an optimization algorithm 
motivated by a social behavior of birds or fishes. This algo-
rithm was first proposed in 1995 by Kennedy and Eberhart 

and contains a set of solutions developed to achieve an appro-
priate solution for multidimensional space problems [6]. The 
various versions of PSO algorithm is proposed based on con-
tinuity, fuzziness, velocity, convergence rate, topology, mobili-
ty, accommodation, particle distribution function and etc.[7].  

In the basic concept of the particle swarm algorithm, the 
swarm consists of individual particles that are also a member 
of a society which moves in the space from one place to anoth-
er place and searching for optimum solution. Each individual 
particle has memory of its best previous place and velocity 
and holds its memory until it reaches the best point. In the 
connected swarm all particles consider themselves as a part of 
a society and share their individual information in the search 
space. Therefore each particle has the information of the best 
position of other particles in every time. This information con-
sists of any particle’s best position and velocity. The goal of 
the PSO is to reach the global optimum of the fitness function 
in the search space. The PSO algorithm used the concept of 
local best and global best concurrently [7]. In the local best 
concept the population divided into the smaller groups in 
which the particles just share their information with their 
neighbors in the group. In global best concept all particles 
share their information in the connected swarm and any parti-
cle can know the best position and velocity of other particles. . 
The consequential of these directions is the vector that estab-
lished the new place of the particle. The best solution is 
achieved when the fitness function which is the area under the 
curve ROC, is maximized. 

Consider matrix X as a random arbitrary society. In this 
matrix each row is corresponding with each particle and all 
the particles in the Swarm are positioned in the n-dimensional 
space and the particles dimension defined whit the number of 
objective function parameters which is the column of matrixX.  
In our proposed method we used the PSO algorithm in order 
to estimate the cost parameters of ensemble classifier 
LogitBoost. To achieve this goal each particle was considered 
as a random result of the problem.  In each repetition of the 
algorithm the local best of each particle and the global best 
where saved and the new velocity and new position of the 
particles computed in Eq. (1) and Eq. (2). 

Vi(t) = wVi(t− 1) + c1Rand1 �Pi,best − Xi(t)�+

c2Rand2 �Pg,best − Xi(t)�                   (1)
 

 

𝑋𝑖(𝑡) = 𝑋𝑖(𝑡 − 1) + 𝑉𝑖(𝑡)                     (2) 

4 PROPOSED METHOD 
The proposed algorithm has membership function similar 

to the conventional K-Means algorithm. Consider an image 
with N×M size. K-Means clustering aims to partition the n 
observations into k sets [7]. Assign each observation to the 
cluster whose mean yields the least within-cluster sum of 
squares. This means all data will be assigned to nearest center 
based on Euclidean distance. Then calculate means to be the 
centroids of the observations in the new clusters. The new po-
sition of each center calculated based upon:  
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Cj = 1
nj
∑ Vii∊Cj             (3)      

Where, nj is the number of members in the j − thcluster. 
The fitness function for each cluster calculated according to 
the: 

f�Cj� =  ∑ (�vi − Cj�)2i∈Cj ;          (4) 

MKM algorithm for a good clustering and removing the prob-
lem of trapped centers proposed a relationship within the cen-
ters. Suppose Cs  is a cluster center with the smallest fitness 
and Cl is a cluster center with the largest fitness. The relation-
ship among the centers must fulfill the following condition: 
f(Cs) ≥ αaf(Cl)                             (5) 
Where, αa is the constant initial with α0 and the value of α0 is 
designed in range 0 < α0 < 1

3
 . If Eq (5) is not fulfilled in con-

ventional MKM, Cs get its member from Cl in order to come 
back to the active region. The members in cluster  Cl which has 
the value lower than Cl are moving toward the smallest fitness 
cluster Cs and other members remain in Cl cluster. Both Cl and 
Cs will be updated as bellow: 
 

Cl = 1
nl
∑ Vii∊Cl                               (6) 

 
Cs = 1

ns
∑ Vii∊Cs                              (7) 

Where, nl , ns are the new cluster members of  Cl and Cs re-
spectively. In order to the function (4), in MKM algorithm, if 
members of the cluster are more similar to the cluster center, 
the Euclidean distance becomes smaller and consequently the 
variance and fitness function are close to their minimum. This 
event appears in smallest fitness clusterCs. Hence when we 
forced the members of the cluster Cl to move to the clusterCs, 
the average variance of this cluster become larger. But forcing 
the migration from inappropriate cluster to the Cs  caused clut-
ter in the image and the poor segmentation appeared. In a 
adaptive method of MKM means  Adaptive Moving K-Means 
(AMKM), the members of Clwhich fulfill the vi < Cl Condition 
are moved to the nearest cluster instead of being forced to be-
come the members of Cs and the cluster Cs obtain its member 
from the nearest cluster instead of the cluster Cl. If we consider  
Cn as the center of the nearest cluster to the Cs . The members 
fulfilled the condition vi > Csmoved to the clusterCs. Although 
this method resolve the problem of poor segmentation but the 
problem of trapped center that is far from other centers is al-
ready not resolved. Also the method we applied for member 
migration isn't appropriate. The members with the values less 
thanCl are moved to the nearest cluster although they may be 
more similar to the  Cl than the remained members. This 
caused the variance become greater. To avoid these phenome-
na, Enhanced Moving K-Means (EMKM) algorithm proposed 
two methods. First in the cluster Cl the members which is not 
fulfilled the range 1

2Cl
 should moved to the nearest cluster and 

the members within this range maintain inside the cluster. In 
the nearest cluster to the clusterCs , if the members are outside 
the range 1

2Cn
 will be moved to the clusterCs. And in EMKM-2, 

the members in the border of Cl and Cj moved to the cluster Cj 
and in other hand the members in the border of Cs and Cj 
moved to the clusterCs [9]. 

As we can see EMKM didn’t employ a mathematical 
method for determining the range that the members will be 
moved according to it. In our proposed method, according to 
the variance function, we define the R radius of the cluster  Cs 
and cluster Cl in which the transmission should be employed. 
For avoiding of the trapped center and in order to come back 
to the active region, our proposed method defines the opti-
mum range of the radius by using the PSO algorithm. In our 
method radius R is the range of transition in the nearest clus-
ter ofCs. Variance of the members in this radius is named δR. If 
we move members of adjacent cluster in the obtained range R, 
the variance of the cluster Cs will increase with the appropriate 
value. Hence with this way we can normalized the variance of 
the cluster Cs and the cluster Cs will come back to the active 
region and can update again. Also in cluster with highest vari-
ance value Cl, for reducing its variance value, the members of 
cluster  Cl moved to its nearest cluster in the range Ŕ. The  Ŕ 
must be chose from the farther members because how much 
the members grey level similar to the cluster center the value 
of the cluster's variance becomes smaller. The members which 
place inside of Ŕmoved to the nearest cluster. With this way 
we reduce the variance of cluster Cl and normalized its fitness 
in comparison with other clusters. The R and Ŕ are define as 
the PSO variable cost parameters and we define two different 
ranges for these variables. Each particle searches in two differ-
ent spaces. Consider R is the radius in which the members in 
the nearest cluster of Cs which is named Cn, should move to 
the cluster Cs first space is from the nearest member of the 
smallest cluster Cs to the farthest member until reaches to the 
size of the radius R and consider Ŕ is the range in which the 
member of cluster  Cl are moved to its nearest cluster. The se-
cond space is from of the farthest member toward the center of 
the cluster until reaches the size of Ŕ. The random variable are 
chose from these two ranges. PSO estimate the best value of 
these parameters. The new variances are defined as bellow: 

δCs + δR = δCs new                                         (8) 
δCl −   δŔ = δCl new                                                                 (9) 

Updating the cluster centers and the membership process 
will continue repeatedly until αareached to 3. 

αa = αa −
αa
K

                                           (10) 

f(Cs) ≥ αbf(Cl)                                       (11) 

Theαaandαb are repeatedly updated until the following 
condition met. 

αa = α0 

αb = αa −
αb
K

 

We use this condition as a PSO cost function and the members 
movement continue until this condition is full filled. 

The cost function is defined as bellow: 

F(i) =  δCs new − αb × δCl new         (12) 
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In Fig.1 the defined radius and the proposed member’s 
movement concept is shown. 

 

Fig. 1. The resulting movement radius from proposed method. 

The PSO define the optimum value of R and Ŕ with minimiz-
ing the cost function value when the F(ı) > 0́ .  

The sudo-code of proposed algorithm has been shown as 
bellow: 

 

Input: fitness function, Number of particles, Number of pa-
rameters per particle, velocity coefficient, weight coefficient, 
damp ratio, parameter range 

Output: Best input that optimize F(i) criteria 

1- Fetch data, initialize population of PSO 
2- For j=1 to maximum iteration 

a. Compute the new random value, calculate 
weight coefficient ‘w’ 

b. Compute new velocity vector from (1) 
c. Compute new position from (2) 

d. If new computed position is define out of the 
range, set it to boundary value 

e. Fitness evaluation with new defined radius R 
and R ́ from: 

F(i) =  δCs new − αb × δCl new& 

F(i) > 0 

f. If new criteria is better than previous value 
THEN 

i. Replace better value as global best 
ii. Replace better value with local best 

g. End if 
loop 

The parameters of PSO algorithm are shown in Table I. 
 
 

TABLE I.  PARAMETERS OF PSO ALGORITHM 

Parameter Variable Value 
Weight coefficient w 0.5 

Local velocity coefficient c1 2 
Global velocity coefficient c2 2 
No. of Particles NP 10 
Max. Iteration Iter 100 
Damp Ratio DR 0.95 
Lower Bound LB 0 
Upper Bound UB 100 
   
 

 

5 EXPERIMENTAL RESULT 
In this paper in order to evaluate our proposed segmenta-

tion method we use a data set of 100 lung CT images in DI-
COM format from hospital clinic data. The data set choose 
from the Lung Image Database Consortium (LIDC). These 
images consist of 220 real nodules. We use whole this data set 
in order to evaluate our proposed segmentation method. The 
resultants obtain from our proposed algorithm shows the ac-
curacy of our proposed method. The fitness function repeated 
for 100 times.Fig.2 shows the convergence diagram for lung 
CT data set and in Fig 3 shows Resultant segmented images 
with the optimized MKM method with PSO. The best opti-
mum value of the movement radius computed with the PSO 
algorithm as its cost parameters. In TABLE ΙΙ the resultant 
value of R and Ŕ is shown.  

 

 
Fig. 2. Related convergence diagram for lung CT data 
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Fig. 3. Resultant segmented images with optimized 

MKM by PSO proposed algorithm . 

 

TABLE II.  TABLE STYLES 
Resultant 
from PSO Radius R and  �́� Old variance New variance 

Cluster 𝐶𝑠  0.0018998 1.348e-07 1.7601e-06 

Cluster 𝐶𝑙 0.0056045 5.2603e-06 2.8284e-06 

 

 

6 DISCUSSION 
In this paper the proposed algorithm is modified the conven-
tional MKM algorithm by using the Particle Swarm Optimiza-
tion algorithm.  In our proposed algorithm the defined range 
of movement with PSO cause better segmentation and resolve 
the problem of trapped center and dead center with normaliz-
ing the value of fitness function (variance) in clusters 𝐶𝑠 and 
𝐶𝑙. The proposed method is result an accurate segmentation 
which is caused the accurate image analysis.       
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